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Abstract—Many multi-robot scenarios involve navigation of a set of networked robots through a constrained environment to achieve coverage, maintain a predefined shape, sense at predefined locations, or to satisfy some other distance-defined property. When new robots and tasks are added to a network of already deployed interchangeable robots, a trade-off arises in seeking to minimize cost to execute the tasks and the level of disruption to an existing network. We propose a parametrizable method of this problem in which robots are physically routed through an existing network. We propose a parametrizable method to tune emphasis between minimizing global travel cost (or energy, or distance), minimizing interruption (i.e., obtaining the fewest number of robot reassignments), reducing travel distance per robot, and completing all operations as soon as possible. Since these are related optimization criteria, a single parameter provides sufficient flexibility to balance between them.

Paths through the network are computed via a task-allocation formulation in which destination locations of newly deployed robots are added as tasks to an existing allocation. We adapt the graph matching variant of the Hungarian Algorithm—originally designed to solve the optimal assignment problem in complete bipartite graphs—to construct routing paths in sparse networks. We do this by constructing a three-dimensional graph that incorporates logical aspects of the Hungarian bipartite graph, and spatial elements of the Euclidean graph. The approach has several useful features including being particularly effective at generating multiple simultaneous, non-interfering paths. When new agent-task pairs are inserted, the assignment is globally reallocated in an incremental fashion so that it requires only linear time when the robots’ traversal options have bounded degree. The algorithm is studied systematically in simulation and also validated with physical robots.

I. INTRODUCTION

Several problems, across a wide variety of application domains, for which coordinated multi-robot systems are a potential practical solution can be formulated as the task of moving a team of mobile robots from a set of current locations to a set of goal (or target) locations while minimizing some collective cost. This paper examines an algorithm for an incremental form of this problem: a set of tasks and robots are added to a network of already deployed robots and the objective is to use both newly added and existing robots to cover the previous deployment locations in addition to the new targets. This paper is a study of an efficient and flexible method for solving the problem of deciding which robots should be moved and to where. We call this the physical routing problem.

In order to demonstrate the generality of the underlying optimization problem, we consider a few examples where one may seek to compute a physical routing:

Deployment The work of Howard et al. [2002] is a good illustrative example of this problem being applied inductively to self-deploy a distributed sensor-actor network. The first sensor-actor node (really a robot) picks a location and moves to that position. Thereafter, nodes are added one by one to a set of locations that fill the space. The interchangeability of the robotic nodes means that the robots move out in a breadth first fashion as if emanating from a source.

Shape morphing Recently described by Topal et al. [2009], this problem involves having a group of robots transition smoothly from one shape to another in a cohesive way. This can be tackled as follows: robots assess whether their current position falls within the target shape or not; if it does, they consider themselves part of the already deployed system. The remaining robots are assigned new target positions in the goal shape.

Ad hoc network repair Suppose that the currently deployed robots form a wireless network, then newly added robots can be deployed either to strengthen existing connections or to occupy locations where failed robots had previously been located. Global positions are not necessary in order for the approach to apply in this case, since movements generated as routing traversals along the graph can be used for local gradient following on signal strength in order to seek out useful positions. (This is the problem which originally motivated this research as part of the DARPA LANDroids project.)

There may be multiple satisfactory solutions to the physical routing problem as described. Most simply, a newly added robot may directly move toward the nearest new target. If there are constraints on which robots may travel where, or if the time required to reach all the targets is important, then it may be better to have one of the already deployed robots travel to the target and another robot fill the resultant vacancy. With interchangeable robots, a whole chain of robots may simultaneously move toward the target, with each robot taking the place of the last. Thus, a robot is physically “routed” through the network.

In optimizing system performance important aspects to consider include the total distance travelled, the level of
disruption caused by redeploying robots and the time taken to complete the traversal by all the robots. The relative importance of these aspects will depend on particular scenario and problem involved. This paper introduces a parametrizable method which allows one to tune the path properties among the set of performance criteria as desired. The formulation considers a graph on which traversability costs and constraints are encoded (via weights or omitted edges). The proposed method produces a routing in which a subset of the agents move along edges toward target vertices. For the addition of a new agent-target pair, the solution can be computed in linear time when—as is frequently the case—the problem instance is represented by a graph with bounded degree. Importantly, this method allows simultaneous addition of multiple agents and targets; we illustrate that sequential treatment (e.g., through repeated execution of existing single source shortest path algorithms) may fail to find the globally optimal solution. The approach we employ is to compute the tunable routing by solving an assignment problem over a bipartite graph (or bigraph for short) derived from a graph representing the spatial locations of the networked robots. The optimal assignment is then computed on the (potentially incomplete) bigraph in an incremental manner.

This paper contributes an efficient, tunable approach that can adjust the optimization outputs corresponding to different path properties. The approach is based on extending the classic Hungarian Algorithm from dense (or complete) bigraphs to operate on sparse bigraphs. These bigraphs arise through a special construction of matching graphs from a Euclidean graph encoding the network of robots and their traversability constraints. This construction connects the conventional matching problem with the routing problem. The matching graphs that arise have a spatial interpretation, allowing one to see how geometric properties are inherited from the underlying Euclidean graph. They also maintain their logical (or topological) features. We analyze the conditions under which valid matching solutions are produced and how feasible routing paths result. Intensive simulation and physical robot experiments constitute the empirical validation of the proposed method, including comparison with algorithms for computing standard paths. In particular, the paper illustrates how the approach can address the problem of concurrent multiple paths arising from the insertion of multiple robots and targets.

II. RELATED WORK

In this section we review work that are related to the proposed method. Since the proposed approach is a routing method but is achieved by running an optimal assignment algorithm—the Hungarian Algorithm—the review focuses on the aspects of optimal assignment algorithms (with special focus on the Hungarian Algorithm), popular uses of the assignment problem in multi-robot systems, and routing methods derived from assignment solutions.

A. Assignment Algorithms and the Hungarian Method

The multi-robot task allocation problem studies the problem of assigning robots to tasks in order to maximize the performance (or minimize the cost) of the whole team. Different assignment models have arisen in order to formulate and address differing task allocation scenarios (see Gerkey and Mataric[2004] for a review). An important dimension within the task allocation taxonomy is the cardinality of the mapping between robots and tasks, viz., whether the assignment relationship between robots and tasks is one-to-one, one-to-many, many-to-one, or many-to-many. In this work, we are interested in the problem of assigning every robot to a unique task (one-to-one mapping), which is the most basic and probably most widely investigated assignment problem.

Numerous fast optimal assignment algorithms with time complexity bounded by $O(n^3)$ have been proposed during last century (see Burkard et al.[2009] for a review), among which the most well-known algorithm is probably the Hungarian Algorithm (or Hungarian Method) that was invented by Kuhn[1955] and refined by Munkres[1957]. While this original algorithm is tableau based, the bigraph variant of the algorithm with time complexity of only $O(n^3)$ has attracted much research.

One useful feature of the Hungarian Algorithm is that it can be executed incrementally. Toroslu and Üçoluk[2007] proposed the incremental assignment algorithm that finds a new solution with cost $O(n^2)$ after a new pair of vertices and their incident edges are added to a weighted bigraph with known matching. Motivated by examples in the transportation domain, Mills-Tettey et al.[2007] proposed the dynamic Hungarian Algorithm to handle cost changes with time complexity of $O(kn^2)$, where $k$ is the number of cost changes. Both incremental and dynamic Hungarian Algorithms can be easily extended to address deletions with the same complexities. We proposed the interval Hungarian Algorithm to assign whilst evaluating the uncertainty in multi-robot task allocation problems [Liu and Shell, 2011]: with an existing solution, the interval algorithm needs an extra $O(n^3)$ to compute allowable cost intervals within which cost perturbations will not violate optimality of the current solution.

B. Optimal Assignment Problem in Multi-robot Systems

The problem addressed by this paper relates directly to redeployment of robots to tasks. Note that, here “redeployment” means more than merely “reassignment”, because it includes the control policy which produces patterns of motion among the robots.

Work specifically addressing reassignment includes that of Karmani et al.[2007] and Shen and Salemi[2002], both of which consider assignment dynamics during the task commitment and trade the local tasks whenever profitable. In Karmani et al.[2007] a TSP (Traveling Salesman Problem)-like search strategy is given whereas in Shen and Salemi[2002] heuristic local searching algorithms are proposed. Decentralized reassignment research such as Ayanian et al.[2012] and Liu and
Some formation control problems can also be regarded as reassignment problems if one simply reassign those units with a significant discrepancy in their current locations from the final goal formation. Notable recent examples of formation control include that of Michael et al. [2008], Ravichandran et al. [2007], Ren and Sorensen [2008], and Alonso-Mora et al. [2011]). Smoothly shifting from one shape to another, sometimes called *morphing*, can be performed using the method we describe but is approached in quite distinct ways in the literature. For instance, Topal et al. [2009] morphs a formation by capturing the network configuration by analyzing adjacency matrix eigenvalues, and Elkaim et al. [2006] provides a lightweight artificial potential based method to control individual node movement and globally morph the formation. A clear recent example of reallocation and formation work together is that of Agmon et al. [2010]. The authors designed a polynomial time graph-based method to extract a subset of the robots from a coordinated group so that this subset can perform a new task while minimizing the cost of the interacting with the remaining group.

Several pieces of work on multi-robot systems have used the Hungarian Algorithm to solve the assignment problem as part of some more complex architecture for addressing problems in a variety of domains. The vast majority of existing work does not modify either the Hungarian Algorithm or the bigraph, but simply provides the data to a solver to obtain matching solutions (for example, see works of Wurm et al. [2008], Elmaliach et al. [2009], and Liu and Shell [2012a]). Besides the incremental approaches such as Mills-Tettey et al. [2007] which dynamically deletes matched edges and inserts new bigraph edges, and Liu and Shell [2011] which hides matched (unmatched) edges in order to find the weight bounds within which current solution remains optimal, a good example that utilizes the bigraph structure is Giordani et al. [2010] in which a communication protocol is designed to route along the augmenting path in order to distribute the computation of an assignment.

The work in this paper is also based on the bigraph variant of Hungarian Algorithm and runs incrementally. An important contribution of this work lies in a novel transform and manipulation on the bigraph. More specifically, (1.) the bigraph is sparse (also one byproduct of sparsity is the linear time solution when the vertices have bounded degree), (2.) the bigraph incorporates the spatial embedding and can be interpreted in the three-dimensional space, (3.) a set of parametrized edges allows the algorithm to yield differing solutions that maps to different spatial routing trajectories. Note that, we do not modify the Hungarian Algorithm but simply employ it as a solver, although we do require that the implementation of the Hungarian Algorithm handles sparse bigraph and automatically halts if a solution does not exist.

### C. Routing with the Assignment Solution

Many classic graph algorithms could be applied to compute a redeployment routing. Well-known single source shortest path (SSSP) methods, such as Dijkstra’s algorithm, can be used to efficiently seek the shortest path between any pair of start and goal vertices. Redeployment would involve all the robots along this path moving one hop toward the goal. Although not explicitly using Dijkstra’s algorithm, Howard et al. [2002] employ an analogous technique via dynamic programming to find a shortest path in their incremental deployment scenario. However, these shortest path algorithms operate directly on a form of two-dimensional graph with single optimization objective or criterion.

The fact that a relationship exists between shortest path and assignment problems was previously investigated with techniques such as the general flow-network methods [Lawler, 2001] and optimal auction algorithms [Bertsekas, 1991; 1990]. These methods transform the assignment problem to the single source single destination shortest path searching problem and aim at solving the problem as fast as possible. For example, a notable method of Bertsekas [1991] utilizes the well-known *auction* method (an optimal assignment algorithm) to search the shortest path on a directed graph. Distinct from those approaches, this paper offers the following perspective: spatial redeployment of a multi-robot team is achieved by routing agents on the two-dimensional topology (a standard undirected graph) but doing this by treating a construction which is a three-dimensional representation of a corresponding bigraph. Beyond the novelty of this representation, a primary advantage of the approach is that it incorporates both (metric) traversal information and reallocation (logical) costs simultaneously.

The strength in the proposed approach is not merely that short paths can be generated, but rather that one can parameterize optimization criteria to trade among a set of performance objectives.

Moreover, the characteristics of matching solution (i.e., assignment solution) reside in the matching graph guarantees that the produced routing trajectories are conflict-free. Since the Hungarian Algorithm is an optimal assignment algorithm, the paths computed from it also possess the property of global optimality, e.g., the overall travel cost can be minimized, the number of robots redeployed can be the fewest, and the number of conflict-free paths that are allowed can reach the maximum.

### III. Preliminaries: Definitions and Background

This section provides background information required for the remainder of the paper. First, the variant of the optimal assignment problem related to this work is described and formulated in Section III-A. In Section III-B we define and describe the two graphs to which we have already alluded. The detail of their relationship, which underlies the design
of the method, is presented in the section following these preliminaries. The final element presented in this section is the matching version of the Hungarian Algorithm, a famous primal-dual assignment method. This forms Section III-C and is intended both to aid subsequent discussion and to allow the reader to make use of the paper in a standalone fashion.

A. Assignment Problem Formulations

The incremental variant of the assignment problem that we focus on computes a matching between two distinct sets. This form of assignment arises in task-allocation problems denoted by SR-ST-IA in the Gerkey and Mataric [2004] taxonomy; the assignment can be seen as a mapping from each robot to exactly one task so that no two robots will be mapped to an identical task. In detail, an assignment $A$ for a multirobot system consists of a set of robots $R$ and a set of tasks $T$. Given a cost matrix $C = (c_{ij})_{n \times m}$, where $c_{ij}$ denotes the cost of having robot $i$ perform task $j$, the objective is to find an assignment permutation $\varphi : \{i\} \rightarrow \{j\}$ such that the overall cost $c(\varphi) = \sum_{i=1}^{n} c(i, \varphi(i))$ is minimized. Since the cost of assigning robot $i$ to task $j$ can be different from that of assigning robot $j$ to task $i$, i.e., $c_{ij} \neq c_{ji}$, the cost matrix need not be symmetric. To ease the analysis, we assume the sets of robots and tasks have identical cardinality, $|R| = |T| = n$, although the algorithms described herein handle cases with $|R| < |T|$ too. In fact, we take special care to consider assignment scenarios in which an underlying matching graph is sparse.

This matching problem can be formulated equivalently by a pair of linear programs. The first is the primal program, which is a minimization formulation:

$$\begin{align*}
\text{minimize} \quad & f_p(x) = \sum_i \sum_j c_{ij} x_{ij}, \\
\text{subject to} \quad & \sum_j x_{ij} = 1, \quad \forall i, \\
& \sum_i x_{ij} = 1, \quad \forall j, \\
& x_{ij} \geq 0, \quad \forall (i, j),
\end{align*}$$

where an optimal solution eventually is an extreme point of its feasible set $(x_{ij}$ equals to either 0 or 1 in the solution).

The constraints $\sum_j x_{ij} = 1$ and $\sum_i x_{ij} = 1$ capture the mutual exclusion property which restricts each robot to be assigned to exactly one task and each task to be allocated to an unique robot, respectively. There are corresponding dual vectors $p = \{p_i\}$ and $q = \{q_j\}$, with dual linear program:

$$\begin{align*}
\text{maximize} \quad & f_d(p, q) = \sum_i p_i + \sum_j q_j, \\
\text{subject to} \quad & p_i + q_j \leq c_{ij}, \quad \forall (i, j).
\end{align*}$$

The duality theorems show that a pair of feasible primal and dual solutions are optimal if and only if the following is satisfied:

$$x_{ij}(c_{ij} - p_i - q_j) = 0, \quad \forall (i, j).$$

This complementary slackness equation reveals the property of orthogonality between the primal and dual variables.

B. Graph Representations

This work is based on two graphs: the Euclidean graph and the bipartite graph (bigraph).

What we term the Euclidean graph is a standard graph $G = (V, E)$ with a metric embedding so that the vertices in $V$ describe locations and edges in $E$ express distances between the vertex pairs. We let each vertex of $G$ denote an agent, and let $w(i, j) = d(i, j)$ represent the weight of edge $e(i, j) \in E$, where $d(i, j)$ is the travel distance between agent pair $(i, j)$. In addition, we observe that traversability constraints, limited sensing/communication ranges, and so on, mean that the graph $G$ is likely to be sparse.

We call the graph describing logical aspects of the matching problem the bigraph. This is a graph $\tilde{G} = (X, Y, \tilde{E})$ whose vertices can be divided into two disjoint sets $X$ and $Y$ such that every edge $\tilde{e}(x, y) \in \tilde{E}$ connects a vertex $x \in X$ to one $y \in Y$. In our problem, bigraph $\tilde{G}$ is another representation for cost matrix $C = (c_{ij})_{n \times n}$, where $X$ and $Y$ respectively denote the set of agents and tasks, and the set $\tilde{E} = \{\tilde{e}(i, j)\}$ are edges weighted by the costs $(\tilde{w}(i, j) = c_{ij} = d(i, j))$ between associated agent-task pairs $(i, j)$.

In a bigraph, a matching is a set of edges such that no two edges share a vertex in common. A perfect matching is a matching which matches all vertices, i.e., each vertex of the bigraph is on a unique matching edge. Since the bigraph represents matchings naturally, sometimes it is also called the matching graph.

C. The Hungarian Algorithm with Matching Graph

The Hungarian Algorithm can efficiently solve an $n \times n$ assignment problem in $O(n^3)$ time. It is presented using the bigraph representation in Algorithm 1. The assignment problem is a matching problem where the goal is to find a minimally weighted perfect matching $M$. This implies that each agent in $X$ is uniquely assigned to a task in $Y$.

Equation (4) gives conditions for optimality as the product of two factors. There are three cases:

1. $x_{ij} = 1$ and $c_{ij} - p_i - q_j = 0$. The associated edges $\tilde{e}(i, j) \in \tilde{E}$ are termed matched edges.
2. $x_{ij} = 0$ and $c_{ij} > p_i + q_j$. Edges satisfying these conditions are called unmatched edges.
3. $x_{ij} = 0$ and $c_{ij} - p_i - q_j = 0$. These edges are unmatched but should be seen as potential candidates which may become matched.

An edge $\tilde{e}(i, j)$ that satisfies $c_{ij} - p_i - q_j = 0$ is called admissible (either matched or potentially matched) and is recorded in the so-called equality graph $G_e$ during execution of the Hungarian Algorithm.

The Hungarian Algorithm grows a matching by searching for a path, called an augmenting path, which has an alternating sequence of matched and unmatched edges with free end nodes, as illustrated in Fig. 1. The algorithm augments the
Algorithm 1  The Hungarian Algorithm

Input: An $n \times n$ assignment matrix represented as the complete weighted bigraph $\hat{G} = (X, Y, \hat{E})$, where $|X| = |Y| = n$.

Output: A perfect matching $M$.

1: Initialize dual variables: for each $x \in X$, $p(x) = \min_{y \in Y} \{\hat{c}_{xy}\}$; For each $y \in Y$, $q(y) = 0$. Initial matching $M = \emptyset$.
2: If $M$ perfect, terminate algorithm. Otherwise, randomly pick an exposed vertex $u \in X$. Set $S = \{u\}$, $T = \emptyset$.
3: If $N(S) = T$, update values of dual variables:
   \[
   \delta = \min_{x \in S, y \in Y \setminus T} \{\hat{w}(x, y) - p(x) - q(y)\},
   \]
   \[
   p(x) = p(x) + \delta \quad \text{if} \quad x \in S,
   \]
   \[
   q(y) = q(y) - \delta \quad \text{if} \quad y \in T.
   \]
4: If $N(S) \neq T$, pick $y \in N(S) \setminus T$.
   (a) If $y$ exposed, then $u \sim y$ is an augmenting path, then augment matching $M$ and go to step 2.
   (b) If $y$ matched, say to $z$, extend the tree: $S \leftarrow S \cup \{z\}$, $T \leftarrow T \cup \{y\}$, and go to step 3.

Notes & Definitions:
- $\hat{w}(x, y) = c_{xy}$, is the weight of edge $\hat{c}(x, y)$.
- $N(u) = \{v \mid \hat{c}(u, v) \in G_e\}$, where $G_e = \{\hat{c}(x, y) \mid p(x) + q(y) = \hat{w}(x, y)\}$ is the equality graph. If $S$ is a set, $N(S) = \bigcup_{u \in S} N(u)$.

Fig. 1: An illustration of an augmenting path. (a) A sequence of alternating matched (bold) and unmatched (non-bold) edges, with the first edge and last edge unmatched. Such paths possess an odd number of edges and an even number of vertices; (b) the set of matched edges is augmented when the matched and unmatched edges are flipped.

Fig. 2: Matching augmentation. Numbers in the brackets are the values of corresponding dual variables. (a) Two matched edges found after running two stages of the Hungarian Algorithm; (b) A perfect matching consisting of three matched edges is found after one additional stage (by augmenting path $a_3 \rightarrow t_2 \rightarrow a_1 \rightarrow t_1$).

size of a matching by simultaneously flipping the matched and unmatched edges in the augmenting path, so that all matched edges become unmatched whereas all unmatched edges become matched, resulting that the cardinality of the set of matched edges is increased by one. (Formal definitions of these operations on matchings are omitted, we suggest the reader to refer to [Lovász and Plummer, 1986] for a detailed treatment.) If an augmenting path does not exist immediately, the dual variables are manipulated such that new admissible edges are added into the equality graph $G_e$, which guarantees the searching to proceed until an augmenting path is found. In Algorithm 1, steps 2 to 4 describe the procedure of seeking and flipping an augmenting path. We call a single iteration of this procedure a stage 1 (see Fig. 2). Note that each stage finds exactly one augmenting path which increases the size of the matching by exactly one edge. Thus, the algorithm requires at most $n$ stages to obtain all $n$ matched edges, thereby forming the optimal assignment solution.

The algorithm is known to work well on the complete bigraph (with $n \times n$ edges) and we show it also works for some non-complete bigraphs under appropriate conditions. We use the term sparse bigraph if a bigraph has $|E| < n^2$.

Theorem 3.1: For any sparse bigraph with sets of cardinality $n$ ($|X| = |Y| = n$), the Hungarian Algorithm proceeds without halting until it successfully outputs an optimal solution if and only if there is an edge set $E_s \subseteq \hat{E}$ with cardinality $|E_s| = n$ and satisfying:

\[
\begin{align*}
&x_{ij} = 1, \quad \forall (i, j) \in E_s, \\
&\sum_{i=1}^{n} x_{ij} = 1, \quad \forall j, \\
&\sum_{j=1}^{n} x_{ij} = 1, \quad \forall i.
\end{align*}
\]

Proof: Necessity follows the constraint definition of the assignment problem. Thus, consider sufficiency: $|E_s| = n$ implies that there must be at least $n$ edges in the bigraph. We can prove sufficiency by considering two cases:

1) If the number of edges $|E| = n$ and all corresponding $x_{ij}$ satisfy (5), this indicates each vertex in the bigraph has unit degree, thus, the $n$ edges form a set which is a perfect matching. This must be an optimal solution on the basis of the property underlying the optimality condition of the Hungarian Algorithm itself.

2) If $n < |E| < n^2$, and there is a subset $\{\hat{c}(i, j)\}$ that satisfies (5), then the Hungarian Algorithm can only fail to produce an optimal solution because it halted before finishing all $n$ stages. Such an interruption may only occur because it failed to find an augmenting path. Failure to find an augmenting path must mean that only an incomplete path with odd number of vertices exists.

To achieve $O(n^3)$ time complexity, auxiliary data structures keeping track of the minimal value $\delta$ (in Algorithm 1) are required during the entire stage. See Lawler [2001] for an implementation.
Equivalently, the bigraph is not fully connected and there are isolated sub-graphs. This contingency is illustrated in the sub-graph formed with \( a_1, a_2 \) and \( t_2 \) in Fig. 3(b). It is impossible to find a perfect matching in sub-bigraphs with odd numbers of vertices and, therefore, it is impossible to find a global matching solution for the whole bigraph. Thereby, this contradicts (5).

It has been noted elsewhere that adding dummy edges can convert a sparse bigraph to a complete (dense) bigraph. Dummy edges have the potential to become matched edges \( \tilde{e} \). In a sparse bigraph, newly introduced agents and tasks can be incrementally assigned if and only if \( \tilde{e} \) are weighted, nothing is assumed about the meaning of the edges themselves. Unlike the edges in the Euclidean graph \( G = (V, E) \), which have geometric information, the matching edges in the bigraph represent only a logical description as they encode an assignment.

However, being undirected graphs, both have a common characterization: both the Euclidean graph and the bigraph can be represented with matrices: \( G \) can be represented with a symmetric adjacency matrix with \( w(i, j) \) as entries, and \( \tilde{G} \) can be represented with a non-symmetric cost matrix with \( \tilde{w}(i, j) \) as entries. This suggests that, potentially, the bigraph may express spatial information if the cost matrix is symmetric. Thus, we let all off-diagonal entries of the two matrices have the following relationship:

\[
\tilde{w}(i, j) = \tilde{w}(j, i) = w(i, j) = w(j, i), \quad \forall i \neq j, 1 \leq i, j \leq n, \tag{6}
\]

and thereby encoding a cost matrix which has become symmetric.

For an already deployed system with \( n \) robots, the cardinalities of vertices in \( G \) and \( \tilde{G} \) satisfy

\[
|V| = n \quad \text{and} \quad |X| + |Y| = 2|V|, \tag{7}
\]

and the cardinalities of edges in \( G \) and \( \tilde{G} \) satisfy

\[
|E| - n = 2|E|. \tag{8}
\]

If we ignore the special \( n \) bigraph edges corresponding to the matrix diagonal entries for the moment, then Equations (7) and (8) show that both the vertices and edges are doubled when we relate those in \( G \) to those in \( \tilde{G} \). This relationship is the basic idea for the construction capable of unifying the two graphs. Specifically, we obtain a mapping \( \Omega : G \rightarrow \tilde{G} \) where, with known \( G = (V, E) \), the mapping \( \tilde{G} = \Omega(G) = (X, Y, \tilde{E}) \) can be obtained in these steps:

1) Make a copy of vertices, \( V' = V \), and let

\[
X = V \quad \text{and} \quad Y = V'. \tag{9}
\]
2) Add the bigraph edges:
\[
\forall (i, j) \mid e(i, j) \in E, \tilde{e}(i, j) \in \tilde{E},
\]
\[
\tilde{E} \leftarrow \{\tilde{e}(i, j), \tilde{e}(j, i)\}, i \in X, j \in Y,
\]
\[
\tilde{w}(i, j) = \tilde{w}(j, i) = w(i, j).
\]

3) Add the special bigraph edges that correspond to the matrix diagonal:
\[
\tilde{E} \leftarrow \tilde{E} \cup \{\tilde{e}(i, i)\}, \forall i \in V.
\]

The weights of these special edges are defined in a parametrized manner, as described in later sections.

This graph may be imagined as if an identical copy of the Euclidean graph \( G \) had been created and placed over \( G \). We can visualize it as if the copy is lifted so as to float above the first graph. Via this “extrusion” a three dimensional mesh is formed with two identical layers plus edges that connect the layers. Here the two layers correspond to the two partitions of a bigraph, i.e., the bigraph vertex sets satisfy \( X = Y = V \). Each edge \( e(i, j) \in G \) is replaced with a pair of edges \( \tilde{e}(i, j) \in \tilde{G} \) and \( \tilde{e}(j, i) \in \tilde{G} \). (Note: unlike edges in \( G \), in \( \tilde{G} \) edges \( \tilde{e}(i, j) \neq \tilde{e}(j, i) \) since \( i, j \) are nodes from different vertex sets — either \( X \) or \( Y \).)

An example is illustrated in Fig. 4(b). In the remainder of the paper we adopt the convention that the vertices \( X \) in the top layer represent the agent set and vertices \( Y \) in the bottom layer denote the task set. Since nodes of either layer are copies from the Euclidean graph, this synthesized graph thus also conveys information about the spatial locations (top layer describes the agent locations, and bottom layer describes the task locations). If an agent node is matched to a task node, the agent needs to move from its current location to the newly assigned task location and, when a pair of agent and task nodes are vertically aligned, one can simply imagine that the agent has reached its deployed location and completed the position shift. We term such vertically aligned edges vertical edges. When these vertical edges are part of the matching, the agents have no need for relocation.

Because this synthesized graph is a matching graph, we call it the 3D bigraph and continue to use symbol \( G \) to denote it. The matching of a 3D bigraph is initiated with only those well aligned vertical edges whose weights are predefined to satisfy the constraints of matched edges. We return to these details of matched edges later; it is important that we first examine properties of the 3D bigraph itself.

B. Redeployment Routing for Inserted Agents and Tasks

When new agents and targets are inserted, the objective is to seek a redeployment policy that ensures every target is quickly serviced by an agent. A redeployment policy for a newly inserted agent-task pair can be represented as a path with two ends connecting the agent and task respectively; this forms a chain in which agents may move, replacing one other, and ultimately reaching the target location.

Suppose that a set of agents \( A \) and a set of task locations \( B \) are inserted into the current 3D bigraph \( \tilde{G} = (X, Y, \tilde{E}) \). Assume that they are not collocated with an existing entry in \( \tilde{G} \) and, thus, are also unmatched. Then the new bigraph \( \tilde{G}' = (X', Y', \tilde{E}') \) becomes:
\[
X' = X \cup A \text{ and } Y' = Y \cup B,
\]
and
\[
\tilde{E}' = \tilde{E} \cup \tilde{E}_A \cup \tilde{E}_B,
\]
where \( \tilde{E}_A, \tilde{E}_B \) are edges that connect vertices sets \( A \leftrightarrow Y' \), \( B \leftrightarrow X' \) within the traversal (or sensing, or communication) ranges, respectively. Note that the symmetry of the 3D bigraph edges does not apply to the newly inserted edges. This is clearest in an example, see the dashed edges shown in Fig. 5(a): besides a newly inserted agent-task pair connected with dashed lines, all other agent-task pairs are previously deployed and hence matched. The existing matching can be seen as thick vertical lines. This also indicates that the Hungarian Algorithm need only incrementally assign the newly inserted agents, with \( |A| \) (for simplicity, suppose \( |A| = |B| \)) stages of the algorithm. Once all the agents are assigned and new augmenting paths have been found, the routing paths are obtained by projecting the augmenting paths in 3D bigraph to either planar layer.

Next, we discuss the example in Fig. 5 in greater detail, showing how the Hungarian bigraph encodes the routing
problem with one agent-task insertion. In Fig. 5(a), a new agent-task pair, \((a_4, t_4)\), is added to an existing matching graph with bold edges showing the previous matching. A single incremental Hungarian stage produces the new assignment solution shown in Fig. 5(b). The 3D bigraph in Fig. 5(c) is the same matching graph as in Fig. 5(b), but reveals the spatial relationship between the agents and task locations: the vertices in the top layer are the agents currently assigned or to be assigned, while the vertices in the bottom layer represent the task locations allocated or to be allocated. An augmenting path starting from the inserted agent and ending with the inserted task provides the routing path in the projected Euclidean graph. In this example, the augmenting path \(a_4 \rightarrow t_1 \rightarrow a_3 \rightarrow t_2 \rightarrow a_2 \rightarrow t_4\) means that agent \(a_4\) should move to task location \(t_1\), and \(a_3\) move to \(t_2\), and \(a_2\) to \(t_4\). This is the routing path in the Euclidean graph and is shown with dashed arrows in the top layer in Fig. 5(c).

**Theorem 4.1:** So long as the graph \(G = (V, E)\) for the routing problem is connected, there are always augmenting paths in \(G = \Omega(G)\) between pairwise vertices.

**Proof:** Since a routing path \(P : s \rightarrow g\) (connecting a start node \(s\) and a goal node \(g\)) in \(G\) is also a simple graph without any cycles, \(P\) can be denoted as \(P = (V^p, E^p) \subseteq G = (V, E)\). The 3D bigraph mapped from the path \(P\) can be obtained by \(G^p = \Omega(P)\), where \(G^p\) can be written as \(G^p = (X^p, Y^p, \bar{E}^p) \subseteq G = (X, Y, \bar{E})\). Since all vertical edges \(\bar{E}^p(i, i) \in \bar{E}^p\) are matched and all non-vertical edges \(\bar{E}^p(i, j) \in \bar{E}^p (i \in X^p, j \in Y^p, i \neq j)\) are unmatched, an augmenting path with alternate unmatched and matched edges must be found in \(G^p\). The connectedness of graph \(G\) means a routing path exists between any two vertices \(s, g \in V\), indicating that we can always find an augmenting path for the corresponding vertices pair in \(G\).

This indicates that one may simply connect the newly introduced agent-task pair with a given connected graph and, with Corollaries 3.2 and 3.3, the Hungarian Algorithm must yield a path that corresponds to the optimal assignment.

## V. Controlling Properties of the Routing Path

The preceding section showed that inserting any agent-task pair to an already deployed system must result in a path that connects them. However, in most cases there will be more than one path through the graph that connects the agent and task pair. Since the different paths are likely to have different properties, selection of one over another should consider the desired behavior and expected performance considerations carefully. We are interested primarily in the following four properties of the resultant routing paths:

1. The total travel cost which is usually proportional to the length of the path or the total energy consumed.
2. The total number of agents to be redeployed, since usually each agent reassignment bears a cost. At the very least, this cost involves interruption and preempted of the previously executed tasks.
3. The average travel distance for individual agents. Redeployment may seek to balance the energy consumption across the robot group.
4. The global finishing time or the time at which all redeployments have been successfully completed, (i.e., the elapsed time until every redeployed agent has reached its newly allocated task location).

These properties can be understood in terms of distinct metrics: the Euclidean distance captures aspects of travel costs, while the hopping (or geodesic) distance quantifies the number of edges in the path and, therefore, measures the number of nodes involved (and interrupted) in the deployment.

In this section, we first introduce a method for controlling the generation of paths for the case of insertion of a single agent-task pair. The method involves manipulating the cost matrix itself. We then extend the single agent-task pair case to the general case where multiple agents and multiple tasks are inserted simultaneously, and show how paths with attractive properties result.

### A. Parametric Matrices

Although construction of the bigraph has been described in some detail, the edge weights corresponding to the matrix diagonal have not yet been specified. One can interpret their significance as the “state energy” of the agents once they reach their target locations, and the lower the energy, the more stable (harder to disrupt) the agents in the system.

To maintain a vertical pairwise agent-task matching for all agents, we assign each vertical edge of the bigraph a weight of at most the minimal cost of all outgoing edges. This also ensures that the feasibility of a perfect matching in the bigraph is always maintained (see constraints of Program (2)).
Formally, if any $c_{ij}$ in a cost matrix $C = (c_{ij})_{n \times n}$ satisfies $0 \leq c_{ii} \leq \min_{j \neq i} \{c_{ij}\}$, all vertical edges $(\hat{e}(i, i), \forall i)$ form a perfect matching. This is because each cost on the matrix diagonal is the minimum value of row in which it resides, each agent’s task on the diagonal is the task which produces the global least cost and also satisfies the mutual exclusion requirement.

So it is clear that suitable choice of the diagonal values can ensure that the existing deployment has a straightforward optimal matching. But the weights of the vertical edges have a more general interpretation too: they may play a role in determining the degree to which the current assignment may be disrupted, i.e., the smaller the value of $c_{ii}$, the more likely that edge $\hat{e}(i, i)$ will remain matched in subsequent Hungarian stages and vice versa. (Note that here the argument is in terms of a dense matrix, but if $\hat{e}(i, j) \notin \hat{E}$, it is marked unavailable and cannot be used in Hungarian Algorithm.)

Let $\text{diag}(C) = \text{diag}(c_{11}, c_{22}, \ldots, c_{nn})$ denote the diagonal of matrix $C$. Then, with scaling parameter $\lambda$, we obtain a new diagonally scaled cost matrix:

$$C' = C + (\lambda - 1) \text{diag}(C)$$

$$= \begin{pmatrix}
\lambda c_{11} & c_{12} & \cdots & c_{1n} \\
c_{21} & \lambda c_{22} & \cdots & c_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
c_{n1} & c_{n2} & \cdots & \lambda c_{nn}
\end{pmatrix}.$$  \hspace{1cm} (14)

Only the diagonal is scaled in $C'$, i.e., $\text{diag}(C') = \lambda \text{diag}(C)$. Since we initialize each $c_{ii}$ with $c_{ii} = \min_{j \neq i} \{c_{ij}\}$, by tuning $\lambda \in [0, 1]$, the diagonal costs vary as $c_{ii}' \in [0, c_{ii}]$. The rationale for using interval $[0, 1]$ is provided below.

Next we use the example in Fig. 4(a) to demonstrate how this affects the resultant routing. Vertices 0–5 are previously deployed agents and Vertices 6 and 6’ are the newly introduced agent and task, respectively. Fig. 6 shows different paths as a function of $\lambda$, and Table I provides statistics for total path length, number of redeployed/reallocated robots, average path edge length, and the finishing time (which is proportional to the longest edge length). It is interesting to compare the difference between the sparse and dense graphs. The same scenario was considered on the dense graph constructed from Fig. 4(a), where each vertex is connected to all other vertices. The statistics for this dense graph are shown in Table II. We can see that Table I and Table II are similar except when $\lambda \in [0, 0.4]$. This is explained by the fact that in the dense graph new longer edges directly connect distant agent-task pairs and, correspondingly, shorter alternative paths can be found. The similarities between the sparse graph and dense graph solutions reflect the fact that edges connecting nearest neighbors, despite producing a sparse graph, permit most paths to be captured. This result is very useful for practical applications because a sparse graph with only the nearby neighbors connected is easy to obtain when the edges represent the sensing or communicating links.
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**Fig. 6:** (a)–(c) Examples of routing results under different $\lambda$ values; (d) The routing paths of two inserted agent-task pairs.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>Total Length</th>
<th>Redeployment Number</th>
<th>Average Length</th>
<th>Finishing Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–.4</td>
<td>4.8</td>
<td>1</td>
<td>2.4</td>
<td>2.5</td>
</tr>
<tr>
<td>.5–.6</td>
<td>5.3</td>
<td>2</td>
<td>1.77</td>
<td>2.5</td>
</tr>
<tr>
<td>.7</td>
<td>6.3</td>
<td>3</td>
<td>1.58</td>
<td>1.8</td>
</tr>
<tr>
<td>.8–.9</td>
<td>7.2</td>
<td>4</td>
<td>1.44</td>
<td>1.5</td>
</tr>
<tr>
<td>1</td>
<td>8.3</td>
<td>5</td>
<td>1.38</td>
<td>1.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>Total Length</th>
<th>Redeployment Number</th>
<th>Average Length</th>
<th>Finishing Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–.3</td>
<td>4.3</td>
<td>0</td>
<td>4.3</td>
<td>4.3</td>
</tr>
<tr>
<td>.4</td>
<td>4.8</td>
<td>1</td>
<td>2.4</td>
<td>2.5</td>
</tr>
<tr>
<td>.5–.6</td>
<td>5.3</td>
<td>2</td>
<td>1.77</td>
<td>2.5</td>
</tr>
<tr>
<td>.7</td>
<td>6.3</td>
<td>3</td>
<td>1.58</td>
<td>1.8</td>
</tr>
<tr>
<td>.8–.9</td>
<td>7.2</td>
<td>4</td>
<td>1.44</td>
<td>1.5</td>
</tr>
<tr>
<td>1</td>
<td>8.3</td>
<td>5</td>
<td>1.38</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Table I and II show that, as parameter $\lambda$ varies from 0 to 1, two trends manifest themselves. Both the total travel distance and the number of redeployed robots monotonically increase, whereas both the average travel distance and finishing time monotonically decrease. Extensive simulations with large scale graphs, as well as analysis of these properties, are provided with further evidence of these facts, and are presented in the next section on experimental results.

### B. Multiple Robot-Task Insertions Producing Multiple Paths

When multiple pairs of agents and tasks are introduced simultaneously (i.e., $|A| > 1, |B| > 1$), multiple paths must be produced to ensure each element of $B$ is adequately serviced. One straightforward way to do this is by adding pairs sequentially. This produces a sequence of paths, each generated with the addition of a single pair, one after the other. However, because the paths are generated individually, there may be interference between paths and robot motions may
have to be constrained to ensure they do not conflict with each other. Correctness technically requires that navigation for a routing should only commence once the actions needed for execution of the preceding path have been completed. Naturally, this process of serialization of the navigation limits the system’s concurrency and hence performance. (Despite the potentially long wait, this is essentially the method used for deployment in Howard et al. [2002] Another drawback of the sequential scheme is that the performance may depend on the ordering of agent-task pair insertions and it is easy to produce scenarios which naive orderings result in poor routing solutions.

While sequential application of the algorithm is possible, we show how concurrent treatment of batches of agents and tasks is possible and that one can produce paths that are globally efficient. This works by virtue of the matching on the 3D bigraph being optimal. In doing this, we identify the forms of interference that may occur between paths and illustrate that these forms are absent when paths are generated using the proposed approach. This allows deployment to be carried out concurrently by each of the agents and avoids the problem of serializing traversals.

![Fig. 7: Neither node nor edge will be shared among multiple paths produced from a matching graph. (a) Assumption of a shared node 0 at the crossing of path 1 → 0 → 2 and path 3 → 0 → 4. The bottom graph is the 3D bigraph showing the violation of mutual exclusion constraint; (b) Assumption of a shared edge e(0, 1) belonging to both path 3 → 0 → 1 → 6 and path 4 → 0 → 1 → 5.](image)

1) Node Sharing: When two paths both have a vertex in common, we call that node a shared node. Shared nodes represent a crossing between two paths. They arise when multiple paths are generated independently, e.g., using a standard shortest path algorithm. A shared node means that the agent at the intersection of different paths is required to simultaneously replace multiple other agents on corresponding paths, which is impossible. An example is illustrated in Fig. 7(a).

**Lemma 1:** For multiple pairs of agent-task insertion, assume m paths \( P_i = (V^p_i, E^p_i) \subseteq G \) \((m > 1 \text{ and } i = 1, 2, \cdots, m)\) are generated from the Hungarian Algorithm, then \( \{P_i\} \) do not (pairwise) share any node, i.e., \( V^p_k \cap V^p_l = \emptyset \), where \( k, l = 1, 2, \cdots, m \) and \( k \neq l \).

**Proof:** A shared (crossing) node \( v_s \in \bigcap_{i \neq 1} P_i \) has more than one incoming routing edge and more than one outgoing routing edge. More than two routing nodes must be connected to \( v_s \):

\[
| \{u \mid e(v_s, u) \in P_i, \forall i = 1, 2, \cdots, m\} | > 2. \tag{15}
\]

This means that in bigraph \( \tilde{G} = \Omega(G) \) either the corresponding agent node (in top planar graph) or the task node (in bottom planar graph) or both have more than one matched edges, which contradicts the mutual exclusion constraint violating feasibility of the assignment solution.

2) Edge Sharing: When two paths both have an edge in common, we call that edge a shared edge. Practically it represents a request for the agents involved to perform multiple traversals simultaneously, which is also impossible. Naturally, a shared edge implies some shared nodes; multiple shared edges can form a shared path. An illustration with a simple shared path (one shared edge) is in Fig. 7(b).

**Lemma 2:** For multiple pairs of agent-task insertion, assume \( m \) paths \( P_i = (V^p_i, E^p_i) \subseteq G \) \((m > 1 \text{ and } i = 1, 2, \cdots, m)\) are generated from the Hungarian Algorithm, then \( \{P_i\} \) do not (pairwise) share any edges or path segments, i.e., \( E^p_k \cap E^p_l = \emptyset \), where \( k, l = 1, 2, \cdots, m \) and \( k \neq l \).

**Proof:** The proof follows reasoning involved in the shared node case.

Routing paths \( P \) and \( Q \) are disjoint if neither nodes nor edges are shared between them. Thus, the two preceding Lemmas (1) and (2) lead to the following theorem:

**Theorem 5.1:** Hungarian Algorithm running on bigraph \( \tilde{G} = \Omega(G) \) produces only disjoint paths on graph \( G \).

These disjoint paths connect a set of new agents as sources and a set of new task locations as destinations, finding paths in a multiple source multiple goal (MSMG) routing problem.

C. Analysis of MSMG Paths

It is useful to compare the solution quality of independently formed paths with concurrent optimization of MSMG paths. Here we provide both an intuitive understanding by manipulating the paths produced by the Hungarian Algorithm on the 3D bigraph and optimality proofs for conditions of particular relevance to robotic applications.

1) Path Revision: One gains an understanding of how paths are modified by examining the operation of the Hungarian Algorithm at intermediate points in its execution. The algorithm computes a path connecting all agents and tasks by producing a matching through an incremental process which continues until the matching is perfect. By examining the projected routing path before a perfect matching is found, we observe a process of modification and revision of paths as new, better choices become available, i.e., as subsequent pairs of agents and tasks are processed. Earlier paths are improved by cancelling out expensive segments and shifting to new short-cuts which connect to nearer destinations. This revision
which is exactly the total length of all MSMG routing paths. The Hungarian Algorithm always produces a perfecting matching with an assignment solution that is globally optimal, the total path length must therefore be the shortest as well.

**Theorem 5.3:** The MSMG routing paths $\mathbb{P}$ reach the global shortest hopping distance $D(\mathbb{P})$ when the weights $\tilde{w}(i, i) \ (\forall i \in V \setminus A)$ are sufficiently small.

**Proof:** Assume there exists another set of MSMG paths $\mathbb{Q} : A \to B$ with an overall shorter hopping distance $D(\mathbb{Q}) < D(\mathbb{P})$. Let all weights of 3D bigraph vertical edges be equal to a value $\xi$, i.e., $\tilde{w}(i, i) = \xi, \forall i \in V \setminus A$. Since all nodes not on the paths themselves maintain their matching, the weight sums for the two matching solutions are

\[
S(\mathbb{P}) = \sum_{\forall (i,j) \in \mathbb{P}} \tilde{w}(i, j) + (|V| - D(\mathbb{P}))\xi,
\]

and

\[
S(\mathbb{Q}) = \sum_{\forall (i,j) \in \mathbb{Q}} \tilde{w}(i, j) + (|V| - D(\mathbb{Q}))\xi,
\]

respectively. Then we have

\[
S(\mathbb{P}) - S(\mathbb{Q}) = \sum_{\forall (i,j) \in \mathbb{Q}} \tilde{w}(i, j) - \sum_{\forall (i,j) \in \mathbb{P}} \tilde{w}(i, j) + (D(\mathbb{Q}) - D(\mathbb{P}))\xi.
\]

Now if we let

\[
\xi = -(|V|\zeta + \epsilon),
\]

where $\epsilon$ is a small positive value and $\zeta = \max(C)$ is the largest value of the cost matrix. Since any cost $c_{ij} \geq 0$, with (19), we have

\[
S(\mathbb{P}) - S(\mathbb{Q}) \geq - \sum_{\forall (i,j) \in \mathbb{Q}} \tilde{w}(i, j) - D(\mathbb{P})\xi \geq |V|\zeta + \epsilon - \sum_{\forall (i,j) \in \mathbb{Q}} \tilde{w}(i, j) > 0,
\]

which contradicts the optimality of the matching from the Hungarian Algorithm, indicating that when the weights $\tilde{w}(i, i) \ (\forall i \in V \setminus A)$ are sufficiently small the MSMG paths $\mathbb{P}$ must have the shortest global hopping distance.

Until now, the reason for the bounds on the range of $\lambda$ have not been explained. The proofs of Theorem 5.2 and 5.3 show that when $\lambda = 0$, the weights $\tilde{w}(i, i) = \lambda c_{ii} = 0$ are small enough to capture the Euclidean shortest path. However, the value of zero might not be sufficiently small to obtain the shortest hopping distance (proof of Theorem 5.3 shows that in general a negative value can be necessary in some cases). However, the Euclidean graph generated by connecting locations within some spatial neighborhood (e.g., capturing sensing or communication limitations, or local traversability) is special. Our previous work [Liu et al., 2011] illustrates that

---

Fig. 8: An illustration of path revision. The top two figures are 2D graphs, and bottom figures are the corresponding 3D bigraphs.
in such graphs, the path minimizing the hopping distance and the path minimizing total length have a bound that describes how much they may differ. The difference shrinks as the number of neighbors for each robot increases. We therefore regard \( w(i, i) = \lambda_{C_{ui}} = 0 \) as sufficiently small to obtain short hopping distances (the experimental results in Section VI-A also show that when \( \lambda \leq 0 \), the trends of all different measurements tend to flatten out). Moreover, we do not wish \( \lambda < 0 \) because in that case the global path length begins to increase. Also, since \( \lambda \) cannot be greater than 1 otherwise values on the matrix diagonal may no longer be the smallest in the row (which would violate the feasibility of the vertical matched edges in the 3D bigraph), this explains why we select \( \lambda \in [0, 1] \).

D. Concurrent Paths in Narrow Bridges

In investigating paths formed in complex environments, it is important to determine the maximal number of concurrent paths that can be formed. Narrow spaces can pose a challenge because they can impose a limit on the concurrency that is possible; understanding these limits allows one to decide when sequential treatment (e.g., for subsets of \( A \) and \( B \)) might be called for. This sections quantifies this aspect.

Definition 1: Let \( G = (V, E) \) be a connected graph. A subset \( C \subseteq V \) is called a vertex cut if \( G - C \) (the remaining graph after removing all vertices in \( C \) and their incident edges) is disconnected. A minimal vertex cut is a vertex cut with the least cardinality.

Definition 2: The local connectivity \( \kappa(u, v) \) (or \( \kappa(A, B) \)) is the size of the smallest vertex cut separating non-adjacent vertices \( u \) and \( v \) (or vertices sets \( A \subseteq V \) and \( B \subseteq V \)).

Theorem 5.4: (Menger’s Theorem) Let \( G = (V, E) \) be a graph and \( A, B \subseteq V \), then \( \kappa(A, B) \) is equal to the maximum number of disjoint \( A-B \)-paths (i.e., the paths that connect vertices of \( A \) and \( B \)) in \( G \).

Proof: Three proofs appear in Diestel [2005].

Theorem 5.5: For connected graph \( G = (V, E) \) with \( A, B \subseteq V \) and \( \min\{|A|, |B|\} \geq \kappa(A, B) \), the number of disjoint paths generated from the Hungarian Algorithm is equal to \( \kappa(A, B) \), i.e., Hungarian Algorithm running on \( \tilde{G} = \Omega(G) \) outputs a set of disjoint \( A-B \)-paths, so that each path consists of exactly one cut vertex belonging to a minimal set of cut vertices.

Proof: Assume a maximal set of disjoint paths \( \mathbb{P}_{\text{max}} = \{P_i\}, i = 1, \ldots, m \) is output, and assume a minimal vertex cut of \( G \) is \( C \). If the number of paths \( |\mathbb{P}_{\text{max}}| < |C| \), there must be some path \( P_l \) \((l \in [1, m])\) that contains more than one cut vertex from \( C \). If these vertices form a set \( V'_l \subseteq C \) with \( |V'_l| = K \), then there must be \( K - 1 \) edges \( E'_l \subseteq E \) (which can also be path segments) connecting these vertices.

For an arbitrary edge \( e(x, y) \in E'_l \) where \( x, y \in V'_l \), \( x, y \) must be incident with other edges that are not on routing paths. A contradiction can prove this statement: for either ending vertex of \( e(x, y) \), assume \( x \) without loss of generality. The disjoint property proved in Theorem 5.1 indicates that only one routing path goes across this vertex, i.e., \( x \) connects exactly two path edges. Since \( x \) is already connected to \( y \) via \( e(x, y) \), we assume on the path another vertex adjacent to \( x \) is \( z \) (see Fig. 9(a) for an example). Following the assumption, if \( x \) is not incident to other non-path edges, the degree of this vertex is exactly two. Such a vertex cannot belong to the minimal vertex cut because the local connectivity \( \kappa(y, z) \) is the same between the path \( y \rightarrow x \rightarrow z \) and a direct segment \( y \rightarrow z \) (imagine an edge \( e(y, z) \) directly connects \( y \) and \( z \)), which means \( x \) does not contribute to the local connectivity between \( y \) and \( z \), i.e., \( x \notin C \), resulting in a contradiction. Therefore, vertex \( x \) and \( y \) must be incident with other edges that are not on routing paths. Suppose they are \( e(\alpha, x) \), \( e(y, \beta) \) respectively. Analogous to the analysis of path revision in Fig. 8, the path \( \alpha \rightarrow x \rightarrow y \rightarrow \beta \) forms an augmenting path in the underlying 3D bigraph. Flipping matched and unmatched edges cancels edge \( e(x, y) \) and effectively bridges two new paths (this is shown in Fig. 9(b)).

Similarly, other edges in \( E'_l \) can also be revised and cancelled, and each such revision will add exactly one new path. Other complex conditions involving multiple intersecting or independent sets of minimal vertex cuts (see. Fig. 9(c) and (d)) are treated analogously. There must be \( \kappa(A, B) \) disjoint paths generated, each of which consists of exactly one vertex from a minimal vertex cut.

VI. Experiments and Results

We conducted two complementary forms of evaluation. The first, a simulation study involving large graphs, systematically
evaluates the impact of edge degree, the effect of values of \( \lambda \), and multiple concurrent paths in narrow environments. The second involves validation of the algorithm on physical robots \((n = 6)\) and ensures no unreasonable simplifications or assumptions have been introduced whilst developing the algorithm.

**A. Simulation of large-scale networked swarms**

Evaluation of the algorithm on inputs representative of large-scale systems was tested by constructing sparse Euclidean graphs. In the graph, vertices represent the already deployed, currently stationary, robots. Edges represent traversable links, each being weighted by the Euclidean distance between the associated agent-task pair. Positions of the vertices were randomly generated, with each connected to its nearest neighbors within a disk to model the traversable radius (e.g., related to sensing or communication range), as illustrated in Fig. 10. This allows the sparsity of the graph to be controlled and the degree \( k \) of vertices to be manipulated.

We first investigated the influence of degree, i.e., the number of nearest neighbors, on the quality of the routing paths. Figures 11(a)—11(d) are examples illustrating the paths in graphs of different bounded degrees of 50, 30, 10, and 5, respectively, with fixed \( \lambda \) (an arbitrary value of 0.7 for all instances). The newly inserted robot is located in the bottom left corner and the newly inserted task in the upper right corner. The routing paths have few changes for graphs with degrees above 10, but a significant change happens when the degree is under 5. We ran many different experiments with graph sizes ranging from tens of vertices to hundreds of vertices, and found the following trend: whatever the size, graphs with degree of above \( \sim 10 \) generate very similar paths, but this is not the case with degree less than \( \sim 7 \). This characteristic suggests suitability for practical applications: due to the limitations of sensing and communication, each robot may only be able connect to a small number of neighbors within a certain range. As long as the number of accessible neighbors is greater than \( \sim 7 \), the established sparse graph is sufficient to capture most routing paths that can be found in a corresponding graph of much higher density.

Next, we examined the relationship between the four interesting properties mentioned in Section V and the tunable parameter \( \lambda \). Figures 11(e)—11(h) show different paths when \( \lambda \) decreases from 1 to 0, causing a gradual straightening of the paths as total lengths become shorter. For each \( \lambda \), we collected statistics from 30 sets of experiments, with bounded degree \( k \approx 10 \) (a moderate value, see the discussion above suggesting that this is reflective of many different small values). Fig. 12 includes four plots, which show the total travel distance, the number of robots reallocated, the average distance each robot moves, and the finishing time to complete the routing. We observe that as \( \lambda \) increases, both the total travel distance and the number of reallocated robots increase monotonically, whereas both the average moving distance and the finishing time decrease monotonically. In fact, with a closer examination we can observe that, these properties are derived from one source—the hopping distance, i.e., the number of edges in the routing path:

- The disruption caused by the introduction of robots and tasks can be measured by the number of redeployed robots, which is the hopping distance minus 1.
- The total travel distance, viz., the sum of edge lengths in the path, is well approximated by the hopping distance in Euclidean graphs when neighbors within the same disk — e.g., communication or sensing range — are connected (cf. analysis in Liu et al. [2011]);
- When the multi-robot system is uniformly distributed in space, the average travel distance (average edge length of a path) is inversely proportional to the hopping distance.
- Similarly, the finishing time (the longest edge length) is inversely proportional to the hopping distance too.

In addition, Fig. 12 shows that all monotonic trends gradually flatten out as \( \lambda \) approaches 0, indicating that 0 is generally enough to capture critical path properties. Moreover, except the total travel distance, the rates of change for other three properties are largest when \( \lambda \) is in the interval between 0 and 0.5. We conclude that if \( \lambda \) is tuned to obtain some desired behavior for these three properties, the tuning stepsize should
Fig. 11: (a)–(d) Paths produced in large scale multi-robot topologies of varying degree; (e)–(h) Paths in large scale multi-robot topologies of varying $\lambda$; (i)–(k) Multiple optimal paths; (l) Path in a 3D scenario.

be reduced within that region.

We also tested the cases when multiple agent-task pairs are introduced simultaneously. Figures 11(i)—11(k) illustrate the insertion of multiple agent-task pairs at the same time. The robots are located in the lower corners and tasks are assigned in upper corners. Fig. 11(i) and 11(j) show two separate paths when only one agent-task pair is inserted, and Fig. 11(k) shows the case when the two pairs are added simultaneously. The two new disjoint paths in Fig. 11(k) have higher quality than the single pair cases because the routing solutions generated from the Hungarian Algorithm represent a globally optimal matching. Fig. 11(l) shows that the algorithm also works in higher dimensions.

To verify instances in which the Euclidean graph contains narrow bridges between the inserted robots and tasks, we examined scenarios involving more complex environments. As shown in Fig. 13, an attenuating wall with a narrow door was added to the simulation environment. The results validate Theorem 5.5: the algorithm can generate paths precisely up to the bound determined by the cardinality of minimal vertex cut (see Fig. 13, as at most two paths across the narrow waist of

Fig. 12: The computed route’s properties as a function of tuning parameter $\lambda$. 

We then compared the shortest paths computed from our method (when $\lambda = 0$) with one of the most well-known SSSP methods, the Dijkstra’s algorithm, for the condition of generating a single path. In all cases, our shortest routing paths are identical to those determined via Dijkstra’s classic shortest path algorithm. Fig. 14 shows an example of two identical paths found via Dijkstra’s algorithm and the matching method. The advantage of the proposed method over the popular SSSP algorithms lies in its scalable and tunable path outputs, the manner in which multiple concurrent paths are intelligently produced \(^2\), as well as its low computational complexity in computing sparse graphs.

\(^2\)An earlier comparison of the proposed method with shortest paths from Dijkstra’s algorithm showed minor differences in the addition of one node [Liu and Shell, 2012c]; this was traced back to a rounding error and has subsequently been corrected. The fact that the algorithms will produce identical paths even when the inputs are numerically sensitive constitutes quite strong evidence.

**B. Physical robot experiments**

We also verified our algorithm with an implementation on physical robots. To construct the sparse bigraph, the algorithm does not need the robots’ absolute position information, but instead requires the nearest neighbors’ distances for each robot. However, if the robots’ positions are known, it makes the bigraph construction easy since the distances between any pair of robots can be directly computed. In the experiment, position information was first obtained via a popular localization algorithm; next, we assigned the localized robots to specific task locations. After the assigned robots have reached their respective destinations, new robot and task pairs were injected into the system.

More specifically, the robots we used are the iRobot create platform, as shown in Fig. 15(a). Each robot is able to localize itself in our research building via a particle filter localization method [Fox, 2001] available as part of the *player/stage* project [Gerkey et al., 2003]. Localization is achieved by using the Hokuyo URG-04LX-UG01 laser sensor, as well as a map drawn to scale with the dimensions of our building. An ASUS EEE netbook on each robot provides the computing platform; it processes all the sensor input, provides onboard communication, calculates cost estimates, logs data, etc.

Costs are simply the planned path lengths between robot and
The algorithm does not require a global path planner and a tool. (b) Robots localizing and executing tasks in the corridor of our research building; (c)–(d) Localization results and task allocation information observed by the player tool. (c) One robot-task pair is inserted, the new robot is circled in lower corridor and the new task location is labelled with circle in upper corridor. (d) Two robot-task pairs being inserted.

Fig. 15: (a) The physical robot used in experiments; (b) Robots running on a Wavefront global path planner and a VF++ (Vector Field Histogram) local path planner [Ulrich and Borenstein, 1998]. Each robot follows a series of waypoints generated by the path planner to reach the assigned task location (see Fig. 15(c)). The path length is the sum of all the path-segments among its corresponding waypoints. Note that the robots localize themselves quickly with appropriate parameters (e.g., reasonable initial pose estimate, a small laser range variance, etc.) that can be tuned in advance.

The robots communicate with each other using UDP. Each robot runs a UDP server and listens to the messages sent by teammates. When a new robot-task pair is inserted into the system, the new robot first queries the latest bigraph from the deployed system, then it connects both itself and the newly allocated task to the 3D bigraph with edges weighted by distances. Since the deployed system already has all robot-task pairs matched, the new robot need only run one stage of the Hungarian Algorithm incrementally to get a new perfect matching; the result is the routing solution. When multiple robots with multiple tasks are introduced, one leading robot is randomly selected from the set of new robots to be responsible for constructing a new bigraph based on the queried system (as well as the connecting newly introduced robots and tasks into the graph). This leading robot runs the Hungarian Algorithm with the necessary stages \( \text{min} \{ \text{#robots, #tasks} \} \), to obtain a new allocation solution, which it broadcasts to every team member for an instantaneous routing. The team members then have a commitment to execute those tasks.

We placed task locations uniformly in the left and right corridors as shown in Fig. 15(c), and started the robots at random initial locations. The robots localize themselves and move to the designated (initially assigned) task locations. Once all robots have reached their respective destinations, a new robot-task pair is inserted as shown in Fig. 15(c). The new robot moves to its task location via a routing path, either left or right traversal in our case. We manipulated both the degree of vertices in the graph and the tuning parameter \( \lambda \). Note that the number of vertices between the left and right paths is purposely unbalanced so that the left path always has more vertices. Fig. 16 shows the results of a run on the dense graph that connects all robot-robot pairs. The \( x \)-axis denotes the degree of unbalancedness in the number of robots in the left and right paths, e.g., \( \text{l2-r1} \) means there are 2 robots in the left path and 1 robot in the right path. The result indicates that, generally, the paths switch from one to the other for a value of \( \lambda \) between 0.3 \( \sim \) 0.4. This is consistent with the conclusion from the simulation data that path switching occurs more frequently when \( \lambda \) is less than 0.5. Additionally, we tested the situation where each robot is connected to only its nearest neighbors (only the nearest robot in each direction is connected, so that the graph remains connected but with minimal vertex degree). Here, the result differs when \( \lambda \) approaches 0: in a dense graph the routing solution allocates the new robot to the new task along a path directly connecting them, whereas in the sparse graph it chooses the path containing an intermediate robot in the right corridor. This is to be expected since in the dense graph the shortest path is the one directly connecting the start and goal.

We also tested the cases involving insertion of multiple robot-task pairs. The results show that, despite the sparsity of the graphs or the difference of \( \lambda \) values, the Hungarian Algorithm always correctly generates disjoint paths that connect the newly inserted robots to their nearest available task locations. To model the narrow bridge case, each robot only connected with its nearest neighbors. The minimal vertex cut is then only 2 with the cut vertices located at opposite corridors (two bridges). Fig. 15(d) shows the 2 paths that pass through the minimal vertex cuts. No further robot and task can be inserted in this example.

VII. Discussion

This paper considers the task of computing tunable routing solutions by formulating the problem as an assignment problem. We believe it has the following advantages compared to other algorithms which may also be utilized for the problem:

1) Tunable paths via edge scaling: The algorithm does not modify any of the network connection information (and the underlying Euclidean graph) but achieves different routing solutions by scaling a special “virtual” edge for each vertex via \( \lambda \). This is easily computed and easily visualized.
2) Concurrent paths for multi-pair insertions: The paths produced when more than one pair of agents and tasks are inserted are guaranteed to be disjoint. Such paths ensure that concurrent movement of all the robots to their redeployment positions is possible. Since environmental constraints may limit the number of concurrent paths, an important property is that the algorithm can make maximum use of capacity of bridges in the graph, and will actually realize the theoretical upper-bound if needed.

3) Low computational complexity: Each Hungarian stage requires $O(n^2)$ for dense bigraphs [ToroSlu and Ucoluk, 2007; Lawler, 2001], and for a sparse bigraph with edge degree of $k$, the computational complexity can be bounded by $O(kn)$. This is because each iteration of traversing $n$ vertices can be replaced with visiting only $k$ nodes. (Auxiliary data structures may be required in implementation for a global tracking purpose, as mentioned in the description of Algorithm 1.) When the problem arises from a network of robots communicating with nearby neighbors, we expect that this latter bound, i.e., linear in the system size, will be applicable.

It is worth emphasizing that the approach described in this paper is applicable more generally than the specific scenario we have used as an example throughout. It is not necessary for the routing graph edge weights to be Euclidean distances, nor necessarily for the robots to be localized. The optimization criteria do not depend on particular locations, rather known or estimated distances or traversability costs between nearby robots can suffice. As a motivating example, consider a swarm of wirelessly networked robots whose positions are not known. Local signal strength readings can be used both to estimate costs, and actually to perform gradient-based traversal from a particular node to another. Different focuses on minimal distance versus time can be important in wireless networking when the traversal is performed by gradient seeking to a particular location: we want to minimize time while also limiting the number of slow, unreliable seeking movements (i.e., limiting the number of reallocations).

The model can also be extended to topological change of large multi-agent systems. For instance, by disconnecting individual agent-task pairs from the topology and reconnecting them with new task assignments, we can “morph” the topology using the approach described [Liu and Shell, 2012b]. This can be used in the simulation of flocking formations, or global shape morphing of particle systems, or the topological variations for mobile robots moving together but adjusting for navigation in irregular and confined environments.

VIII. CONCLUSION

This paper proposes a solution to a problem which arises in scenarios where new robots and tasks are added to a network of already deployed units. We seek to move the new robots into maximally useful positions and to adjust the deployed robots only as necessary where doing so reduces costs (e.g., energy, time). The result is a physical routing of robots through the graph encoding navigation constraints.

Our approach applies an variant of the Hungarian Algorithm to solve the optimal assignment problem. The resultant matching forms a routing path, but efficient computation requires we treat the assignment problem incrementally and address sparse graph cases. The paper’s most significant contribution is in identifying and interpreting the relationship between the routing graph in Euclidean space and the optimality of the operations on the bigraph represented in three dimensions. The bipartite matching graph that arises from planar path routing is of a specialized form: it is a two layered bigraph with weighted links connected in 3D space. By adjusting the weights of special edges between the two layers we are able to produce a range of solutions. This allows one to balance optimization criteria to minimize total distance travelled, the level of disruption caused by redeploying robots, and the time taken to complete the adjustment by all robots. The algorithm is studied systematically in simulation and also validated with physical robots in our research building.
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Fig. 16: A plot of the watershed $\lambda$ that switches between the left and right paths. The horizontal axis value $l(\alpha)-\epsilon(\beta)$ denotes the left path has $\langle \alpha \rangle$ robots (vertices) and the right path contains $\langle \beta \rangle$ robots.


